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E x e r c i s e  Knowledge Discovery in Databases 

KDD 
In this Exercise 

1. Introduction 
2. RapidMiner 
3. Part #1 (Classification Trees) 
4. Part #2 (Association Rules) 
5. References 

 Duration: 120 min 

1. Introduction (10 min) 

The manual extraction of patterns from data has occurred for centuries. As data sets have grown in 

size and complexity, direct hands-on data analysis has increasingly been augmented with indirect, 

automatic data processing. This has been aided by advances in computer science (machine learning 

in particular) which provides methods such as neural networks, genetic algorithms, decision trees, 

clustering, support vector machines, etc. Data mining is the process of applying machine learning 

methods to data with the intention of uncovering hidden patterns and models that can be used for 

decision support. It has been used for many years by businesses, scientists and governments on vol-

umes of data such as airline passenger trip records, census data, supermarket scanner data, etc.  

 A primary reason for using data mining is to assist in the analysis of collections of "observations of 

behavior". Such data usually contain unknown interrelations. An unavoidable fact in data mining is 

that the (sub-)set(s) of data being analyzed may not be representative of the whole domain, and 

therefore may not contain examples of certain critical relationships and behaviors that exist across 

other parts of the domain. To address this sort of issue, the analysis may be augmented using exper-

iment-based and other approaches. In these situations, inherent correlations can be either controlled 

or removed altogether during the construction of the experimental design. The complete knowledge 

discovery process is depicted in Figure 1.  

 

Figure 1: Steps in a Knowledge Discovery process. 

 Data mining commonly involves four classes of tasks: 

¶ Regression attempts to find a function that models the data based on the least square error. 

¶ Classification is the task of predicting group membership for data instances. For example, an 

email program might attempt to classify an email as legitimate or spam.  

¶ Clustering is the task of discovering groups in the data that are in some way "similar".  
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¶ Association Rule Learning searches for relationships between variables. For example, "if milk 

and bread is bought, customers also buy butter".  

 There have been some efforts to define standards for data mining. Many software systems for 

data mining (including open-source) are able to import and export models in PMML (Predictive Mod-

el Markup Language) which provides a standard way to represent data mining models so that these 

can be shared between different applications. PMML is an XML-based language developed by the 

Data Mining Group, an independent group composed of many data mining companies.  

 In this tutorial we will perform certain knowledge discovery tasks using RapidMiner.  

2. RapidMiner (20 min) 

RapidMiner (formerly "Yale") is an environment for machine learning and data mining experiments. It 

allows experiments to be made up of a large number of arbitrarily nestable operators, described in 

XML files (PMML) which are created with RapidMiner's graphical user interface. RapidMiner is used 

for both research and real-world data mining tasks. The initial version has been developed by the 

Artificial Intelligence Unit of University of Dortmund since 2001. The Community Edition of 

RapidMiner is distributed under the AGPL license. 

 RapidMiner provides more than 500 operators for all main machine learning procedures, includ-

ing input, output, data preprocessing and visualization. It is written in Java and therefore can work on 

all popular operating systems. It also integrates learning schemes and attribute evaluators of the 

Weka learning environment.  

 

Figure 2: RapidMiner v.5.1 - the Design Workspace. 

http://rapid-i.com/component/option,com_frontpage/Itemid,1/lang,en/
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 The working environment of RapidMiner is depicted in Figure 2. In this screenshot we have a 

modeling process loaded1 (a classification tree) and have the main areas/panels numbered for easy 

reference. Let's see what is the role/use of each: 

1. Process Designing Canvas: Here you design mining processes of arbitrary complexity using 

building blocks provided in panel #2. Note how the building blocks are pipelined to indicate 

the dataflow between components. 

2. Operators & Repositories: The Operators panel contains hundreds of building blocks orga-

nized in categories. There exist components for pretty much everything (data transfor-

mations, modeling, evaluation, etc.)! The Repositories panel provides access to sample and 

user defined datasets and processes. 

3. Component Metadata: provides access to the parameters (metadata) of the selected block 

in the design canvas. In Figure 2 you can see the parameters of the Decision Tree operator 

located in the middle on the Designing Canvas. 

4. Help: provides documentation for the selected block in the Designing Canvas (1) or the se-

lected component in the Operators panel (2). The information provided is always up-to-date 

as the content is retrieved from the RapidWiki (the on-line documentation of RapidMiner). 

5. Reporting Area: The Log panel gives feedback on the steps taking place whereas the Prob-

lems panel explains what is going wrong (if any) and suggests solutions.  

6. Overview: You can see an overview of the Designing Canvas (1) and can easily navigate to 

subareas of a huge/complex process. 

 

Figure 3: RapidMiner v.5.1 - the Results Workspace. 

                                                           
1
 You can load this process from the Repositories panel on the left. Go to Samples > processes > 01_Learner 
and double click 01_DecisionTree. 
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7. Main Buttons: from left to right: Run (the designed process), Switch to Design Workspace 

(the one depicted in Figure 2) and Switch to Results workspace (depicted in Figure 3). 

 As you can see2 in Figure 3, the Results Workspace contains one or more result panels. Here, you 

can see an overview tab and a tab with a visualization of the classification tree created. The rest of 

the workspace consists of some already mentioned panels that exist in the Design Workspace.  

 That's all you have to know for now! You will see more in the next section. Have in mind though 

that this tutorial does not cover every detail of RapidMiner. The program is rather simple but the 

tasks it is capable of doing are vast, usually technical and probably not straightforward. Don't try to 

learn everything at once. You should better focus each time on what is related to the problem at 

hand. The more you are getting aware on what tools are available the better you will feel on design-

ing complex mining processes. 

2. Part #1 (Classification Trees) (45 min) 

Classification trees3 are used to predict membership of cases or objects in the classes of a categorical 

dependent variable from their measurements on one or more predictor variables. Classification tree 

analysis is one of the main techniques used in Data Mining. 

 In this part of the tutorial we will use RapidMiner to create a decision tree using direct mail data, 

aiming at finding useful market segments. We will build the tree 

step-by-step so as to demonstrate the way someone works in 

RapidMiner. Additionally, instead of using some real data, we will 

use the data generator modules of Rapid Miner which is very useful 

for experimentation and research.  

Data Generators 

In RapidMiner, start a new project by selecting File > New from the 

main menu. You will be presented with the Repository Browser (see 

figure on the right) asking you to define the folder where the pro-

ject files will be stored. Select the repository you defined when you 

installed Rapid 

Miner and pro-

vide a name in 

the Name field of the window (we named it 

myTree in our example). 

 Go to the Operators panel and under Utility > 

Data Generation, drag and drop the Generate 

Direct Mailing Data component into the draw-

ing canvas. You will end up like in the figure on 

the left. 

                                                           
2
 To see the same workspace, press the Run button (you don't have to save anything) and switch to the result 
perspective. 

3
 We prefer the term classification trees rather that decision trees to discriminate between data mining trees 
and the trees used for making decisions under uncertainty. 
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 Now, before dealing with out actual task, let's have a look at what king of data this generator pro-

vides. For this, we will connect the output of this component (that is, the small purple semicircle on 

its right side – it is called port) with the output of the drawing canvas (that is, the res port on the right 

edge of the canvas). You are doing this by click-

ing on the first and then on the second semicir-

cles mentioned (#1 and #2 in the figure, respec-

tively). Do not try to connect the ports with drag 

and drop, it doesn't work like this. If for some 

reason you want to break such a connection, you 

can right click on any of the ports and select Dis-

connect Port. Go ahead and do disconnect them 

for practice. Now reconnect them again. 

 You can get a first insight of what this data is 

about by holding the mouse over the out port of 

the generator as in the figure. You will be presented with a table (#3 in figure) saying that we will get 

100 records of 9 fields/attributes each. The table displays the name of each field, its datatype, the 

range of values, etc. Pay attention to the label attribute. The generator assigns to this attribute the 

role of a label, which means that this is the dependent variable of our problem.  

 Let's now see the real data. 

Press the Run button and switch 

to the results perspective (see 

figure on the right). Click on the 

ExampleSet tab and then select 

the Data View radio button. As 

you can see we have some arti-

ficial demographic data that look 

rather real, providing details 

about the age of some people, 

their lifestyle, the zip code of 

their the place they live, wheth-

er they are married or not, the type of cat they own, their favorite sport and their income. The se-

cond column (which is also differently colored) is whether they responded or not to some direct 

mailing campaign. We want to build a model that describes what a responder looks like, so we will be 

able to aim our future advertising campaign only to those segments that are promising to respond. 

Split Validator: Using Training and Test data 

Let's switch back to the design workspace (use the button on the toolbar). Disconnect the two ports. 

We are going to split the data into training and test sets. We will use the training data to build the 

model (tree) and the test data to validate it. We will also apply the 

model to get some performance measures.  

 What we need is a Split Validation operator. This is a nested operator 

in the sense that it consists of other operators (more on this in the fol-

lowing). Go to the Operators panel on the left. To quickly locate an op-

erator you are aware of, type its name in to the [Filter] field at the top of 
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the panel. As soon as the operator appears, drag it and drop it into the canvas. Note the half-red port 

on the left of the operator as well as the red led at bottom left. Both are indicators that the compo-

nent is not properly configured to work. You can get an explanation of the issue by holding the 

mouse over the port with the issue. In our case the pop-up says that a mandatory input is missing 

and the port expects an example set.  

 So, let's feed this port with data. You can man-

ually connect the out port of the data generator 

operator with the tra (from training) port of the 

validator, but hold on to see something cool. Most 

of the time RapidMiner is able to resolve such er-

rors/issues and all you have to do is to right click 

on the red port and select one of the Quick Fixes provided (see figure)! Go ahead and select the Con-

nect to Generate Direct Mailing Data.output quick fix. Your data set is now connected to the Split 

Validator operator but the red led is still on... 

Nested Operators 

A nested operator is actually an empty shell providing proper hooks to the user to put other opera-

tors inside. Double click on the nested operator indicator. We are now inside the Split Validator to 

define its internals. As you can read in the help panel: 

"A RandomSplitValidationChain splits up the example set into a training and test set and evalu-

ates the model. The first inner operator must accept an ExampleSet while the second must accept 

an ExampleSet and the output of the first (which is in most cases a Model) and must produce a 

PerformanceVector. " 

 Inside the nested operator there are two areas: the training area on the left where we will put the 

tree learner and the testing area on the right where we will evaluate the model. In the Operators 

panel go to Modeling > Classification and Regression > Tree Induction and drag and drop a Decision 

Tree operator on the left part of the designing canvas. Now connect the tra ports and do the same 

for the mod ports (mod is from the 'model' since this port outputs the built model). Having the tree 

operator selected, have a look at the Parameters panel on the left. Can you identify the split criterion 

used by this tree induction operator? Can you recognize parameters you know from the theory? 

 In the Operators panel go to Modeling > Model Application and drag and drop the Apply Model 

operator to the right side of the drawing canvas. Use the Quick Fixes suggestions to connect the left 

side ports of the operator. 

 In the Operators panel, go to 

Evaluation > Performance and 

Measurement and drag 'n' drop a 

Performance operator on the left 

side of the canvas. Again, use the 

Quick Fixes suggestions to do the 

right connections. At the end, you 

should face the situation depicted on the figure above.  

 Let's do some control now. The training data will be used to train a tree model (can you see how 

many records from the initial 100 will be used?). This tree model will then be applied to the test data 
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to get some evaluation results (can you see how many records will be used for testing?). The Perfor-

mance operator calculates a performance vector based on the known and the calculated values of 

the dependent variable (the so called 'label').  

 We will now get ourselves out of the nested operator. Click the  button over the Training half 

of the split canvas (see figure, above). To finish with the design process, connect the mod port of the 

Validation operator to the res (from result) port on the right side of the canvas. In this way we will 

get as output, both the tree model and the performance measurements.  

Training the Model 

Hit the Run button and switch to 

the results workspace. Click on the 

Performance Vector tab. You can 

see some performance measures 

like accuracy (80%), precision 

(66.6%) and recall (80%).  

 Now go to the Tree tab. Here is 

the Decision Tree built (figure bel-

low). You can zoom it, move it, re-

arrange it in predefined ways, hide and show node names and edge names, or even save it as a bit-

map in various bitmap formats, using the controls on the panel on the left.  

 

 DataMiner used the decision tree learner to segment out data into groups (leaf nodes) according 

to ages, zip codes, etc. A marketer can now use this tree to identify the parts of the population that 

are quite possible to respond to a direct marketing campaign and avoid those groups that are not, 

increasing in this way the performance of a future marketing campaign and saving valuable company 

money by avoiding those less probable to respond. 
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Cross Validation and Model Change 

Instead of the Split Validator you can use the X-Validation operation which implements a Cross-

Validation. Check again the way we built the internals of the Split Validator. You need exactly the 

same steps inside the X-Validation operator. 

 Go ahead, select and delete the Split Validator and replace it with an X-Validation operator. You 

will find it at the Operators panel under Evaluation > Validation. Check the parameters of this opera-

tor. The number of validations is set to 10, that is, this is a 10-fold cross validation operator. Get into 

the nested X-Validation operator (with double click) and set up the same operations as you did inside 

the Split Validator.  

 Before we run the process let's see something interesting! Suppose you don't want a Decision 

Tree model but a Naive Bayes. Since both are Classification learners it is possible to interchange 

them. RapidMiner provides an easy way to do this: right click on the Decision Tree operator and fol-

low the steps displayed on the next figure: 

 

 To run the model and get the results, proceed now as in the previous section. Get out of the nest-

ed X-Validation operator and click on the Run button. 

3. Part #2 (Association Rules) (45 min) 

Association rule learning is a popular and well researched method for discovering interesting rela-

tions between variables in large databases. A classic example of association rule mining is the discov-

ery of regularities between products in large scale transaction data recorded by point-of-sale systems 

in supermarkets. For example, the rule {onions, potatoes} Ý{burger} found in the sales data of a su-

permarket would indicate that if a customer buys onions and potatoes together, he or she is likely to 

also buy burger. Such information can be used as the basis for decisions about marketing activities 

such as, e.g., promotional pricing or product placements. In addition to the above example from 

market basket analysis association rules are employed today in many application areas including 

Web usage mining, intrusion detection and bioinformatics. 
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 In this part we will set up an association rule mining process and apply it to the famous Iris da-

taset which relates some physical characteristics of the iris flower like sepal and petal width and 

length with one of the classes of the plant, that is, Iris-Setosa, Iris-Versicolor and Iris-Virginica.  

 The process we are going to setup uses two important preprocessing operators: First the frequen-

cy discretization operator, which discretizes numerical attributes by putting the values into bins of 

equal size. Second, the filter operator nominal to binominal creates for each possible nominal value 

of a polynominal attribute a new binominal (binary) feature which is true if the example had the par-

ticular nominal value4. 

Process Design 

Let's build the process in RapidMiner. Start a new project. Go into the Repositories panel on the left, 

open the Samples > data node and drag 'n' drop the Iris sample dataset into the drawing canvas.  

 Next we are going to use a Subprocess operator (use the filter editbox in the Operators panel, to 

quickly locate it – it is inside the Utility node). This is a nested operator. We will hide inside it the two 

preprocessing operators mentioned earlier.  

Preprocessing 

Double click on the Subprocess operator. Drop-in a Discretize by Frequency operator which discretiz-

es all numeric attributes in the dataset into nominal attributes. This discretization is performed by 

equal frequency binning, i.e. the thresholds of all bins are selected in a way that all bins contain the 

same number of numerical values. The number of bins is specified by a parameter, or, alternatively, 

is calculated as the square root of the number of examples with non-missing values (calculated for 

every single attribute). In our case you should change the number of bins parameter to 5. 

 Then drop a Nominal to Binominal operator and check its transform binominal parameter. This 

parameter indicates that attributes which are already binominal should be dichotomized. The Nomi-

nal to Binominal operator maps the values of all nominal values to binary attributes. For example, if a 

nominal attribute with name "costs" and possible nominal values "low", "moderate", and "high" is 

transformed, the result is a set of three binominal attributes "costs = low", "costs = moderate", and 

"costs = high". Only one of the values of each attribute is true for a specific example, the other values 

are false. 

 These preprocessing operators are neces-

sary since particular learning schemes cannot 

handle attributes of certain value types. For 

example, the very efficient frequent item set 

mining operator FP-Growth used later in this 

process can only handle binominal features 

and no numerical or polynominal ones. 

 Now connect the operators as indicated in 

the figure and exit the nested operator with 

the blue up-arrow. 

                                                           
4
  In case you have worked with the Neural Networks Tutorial, you probably faced this nominal to binominal 

transformation again in Part#2 (page7) - Defining a Classification Problem.  
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Frequent Itemsets and Association Rules 

The next operator is the frequent item set mining operator FP-Growth. This operator calculates all 

frequent items sets from a data set by building a FPTree data structure on the transaction data base. 

This is a very compressed copy of the data which in many cases fits into main memory even for large 

data bases. From this FPTree all frequent item set are derived. A major advantage of FPGrowth com-

pared to Apriori is that it uses only 2 data scans and is therefore often applicable even on large data 

sets. Please note that the input data set to this operator is only allowed to contain binominal attrib-

utes, i.e. nominal attributes with only two different values. That's why we set up the preprocessing 

step earlier.  

 In the parameters of the operator, uncheck the find min number of itemsets checkbox and set min 

support to 0.1. This is the minimal support necessary in order to be a frequent item.  

 From these so called frequent itemsets the most confident rules are calculated with the associa-

tion rule generator. In the Operators panel, use the filter to locate the Create Association Rules oper-

ator and drag'n'drop one in the drawing canvas. This operator generates association rules from fre-

quent item sets. As you by now have already 

seen, in RapidMiner, the process of frequent 

item set mining is divided into two parts: 

first, the generation of frequent item sets 

and second, the generation of association 

rules from these sets. In the Parameters pan-

el, set min confidence to 0.7. 

 Now connect the operator as depicted in 

the figure. To get exactly the same picture you should rename the Subprocess operator to Prepro-

cessing. This name better explains its role. To do this, right click on the operator, select Rename and 

type the new name.  

Process Run 

Hit the Run button on the main toolbar to run the process and go to the results workspace. The re-

sults will be displayed in a rule browser (go to the AssociationRules tab - Figure 4) where desired con-

clusion can be selected in the selection list on the left side. Then the rules found are presented in a 

table on the right, together with various metrics of the procedure (support & confidence values, etc).  

 

Figure 4: The Rule Browser of RapidMiner 
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 As for all other tables available in RapidMiner you can sort the columns by clicking on the column 

header. Pressing CTRL during these clicks allows the selection for up to three sorting columns. A 

Graph View and a Text View of the rules found are also available in the same tab (use the radio but-

tons on the top).  

 Now go to the Exam-

pleSet tab and select the 

DataView radio button. 

You will see (figure on the 

right) how the prepro-

cessing step of our pro-

cess transformed our da-

taset. Check how the data 

of each attribute was ar-

ranged in 5 bins and transformed to binominal values (true-false). 
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